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Abstract. 

Understanding human mobility is crucial for every aspect of daily life and the functioning of cities. 
Advanced by sensor technology and the big data economy, a highly influential body of research and 
applications on human mobility is driven by analyses of massive human location datasets, such as social 
media data and spending data. New data is emerging as rapidly as evolutionary technologies. Mobile app 
data is relatively new and has become available only in the recent decade. The derived data products are 
similar to those mainstreaming existing ones, mainly in trip-activity chains, counts, flow matrices, and 
derived indicators. However, the data bias varies across areas, periods and policy restrictions, requiring 
tailored data processing and validation solutions, which are not fully transparently discussed. This study 
contributes as a handbook for processing similar types of location points data, detailing engineering 
workflow and multi-stage validation techniques. Second, we present insights into the limitations and 
potential of data applications that tolerate the inevitable data bias. Finally, open trajectory and matrix 
data are shared for research purposes. The team will keep updating the methodology and results with the 
latest developments on GitHub. 
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Background & Summary 
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data at a fine geographical scale with the consideration of data bias and usability, and potential 
applications for urban mobility. To promote the research community around mobile data for urban 
mobility studies, we introduce an openly available dataset at a finer level that provides anonymised 
trajectory data in the Greater London Area and national O-D data at a fine geographical scale with 
consideration of data bias and usability, and potential applications for urban mobility.  
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trajectories and counts. Each intermediate result was validated with details presented in the later section 
of technical validation. 

 

Figure 1. The overall data processing workflow. 

Extracting stay points and activity locations by clustering methods and sensitivity analysis: Extracting 
stay points removes oversampled noisy points while maintaining minimal points for trajectory 
representation. The most used method is spatial clustering of sequential points. We eventually adopted 
the Infostop Python package [16], seeing its advantages in simplicity and computation efficiency in its 
fast C++ module. Infostop is a generic clustering methods-based framework to transform dense and rich 
location time series into sequences of events. In our context, events are equivalent to activities. While 
Infostop is effective in extracting stay points, the effectiveness is still largely affected by some self-
defined critical parameters, i.e., stay as periods when an individual does not stray further than a 
maximum distance D_max for a minimum duration t_min. Previous works use spatial clustering or 
rule-based methods to set distance thresholds from 50 to 500m based on expert knowledge [17-21]. We 
propose incorporating a sensitivity analysis (shown in Appendix C) to determine the distance threshold 
rather than applying a universal setting. 
Identify home and work locations: As implemented in most literature, we applied a simple rule-based 
classification to identify home and work locations. For each device ID, we take the stay point, recorded 
within a defined temporal window (i.e., 7 PM to 7 AM), which has the longest duration of stay compared 
to other location points and 
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each type of activity, we draw temporal signatures inspired by the literature [22] and customised by local 
travel surveys and time-use surveys (shown in Appendix E). The one with the highest joint probability is 
considered as the labelled activity.  

Data Records and Usage  
The dataset is available from the GitHub page (https://t.ly/dzlzB). This document could be considered 
technical notes and referenced when using the shared data. This dataset's records are composed of two 
main products: anonymised trajectories from 5000 randomly sampled users in the Greater London Area 
(GLA) and the national OD matrix at level 9 hexagon in the h3 geospatial indexing system 
(https://h3geo.org/) and the MSOA levels of the UK 2021 census geography 
(https://geoportal.statistics.gov.uk/).  
 
Trajectory datasets contain the activity-trip-chain of 5,000 individuals who travelled across the GLA in 
November over 30 days. For ethical considerations. Each record (row) refers to an observation of a device 
(individual), which consists of the following columns: 

- The device ID is the unique identifier of the mobile phone user 
- Start time – is the timestamp of the observation sampled into 15-minute intervals.  
- End time – is the timestamp of the observation sampled into 15-minute intervals 
- Location - UK census tract – MSOA 
- Activity label  
- Duration –





https://www.nomisweb.co.uk/sources/census_2021_bulk
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to 0.52 (shown in Appendix F). The limitation is somewhat anticipated. The detected home locations are 

based on simple rules, which makes it especially challenging to capture full working scenarios (e.g., 

night-time workers and mobile workers). Tuning the parameters used in the rule-based identification may 

slightly decrease/increase the numbers. Still, our sensitivity analysis shows no significant improvement. 

Appendix G has further discussed the issue and bias with statistics of hourly user counts of stay location 

type for each day of the week. The diversity and variability of working patterns have grown significantly 

in recent years, particularly post-COVID. Developing a comprehensive approach to identifying irregular 

home and working patterns will be one of the key topics in our improvements. 

Correlation with travel to work, England: Census 2021 

We compared our derived travel-to-work O-D matrix with multiple correlation measurements (Pearson, 

Spearman, and ratio as a measure of population penetration) at two levels – the Local Authority District 

(LAD) and the Middle layer Super Output Areas (MSOAs). The census travel-to-work data was collected 

through a combination of self-reported responses to specific questions related to commuting patterns and 

details about the time and distance. The Pearson correlation at the LAD level comparison is 0.95, which 

shows good data representativeness. For MSOA level validation, we took the entire England area but 

grouped MSOAs by upper-level LADs to understand the variabilities across areas. In total, 331 LADs 

were broken down into 7264 MSOAs. 
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Figure 5. Pearson correlation and Ratio between travel-to-work trip detected from mobile app data and 
census data at LADs in England. 

Validation in the context of example urban applications: spatial interaction model  

The processed data, while not perfectly valid as documented, proves to be highly beneficial for 
various urban applications, especially at aggregated scales covering large areas. Here, we compared 
the travel-to-work data from the mobile app and census in the context of spatial interaction 
application. The four variants of the spatial interaction model were employed, including (unconstrained) 
gravity, production-constrained, attraction-constrained, and doubly constrained models. The model 
parameters (k: balancing factor, μ: production, α: attraction, β: for distance decay) were estimated, with 
two forms of distance decay functions (i.e., power and exponential) using two sets of travel-to-work data. 
We compared the performance of different models (reported in Figure 6 ) and found a very high 
correlation between the R² values estimated using both datasets. This suggests a strong relationship 
between the models' goodness of fit. The patterns observed in one dataset are mirrored in the other. This 
indicates that gravity models likely capture similar trip patterns across the datasets. 
 

 

Figure 6. Plotting R² for different models presents the trends and consistency of goodness of fit across 
different models. 
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Validation in the context of example urban applications: spatial structure 

 

Figure 7 . Modularity-based community detection was applied to O-D data of all trips, delineating urban 
functional zones at different spatial scales.  

Another commonly implemented application is to detect functional spatial structures based on flow data 
using community detection. In network science, a community refers to a sub-network that is dense 
internally and sparse externally [29]; revealing these communities allows us to understand the urban 
structure more intuitively. A further intuitive assumption is that urban networks are organised into 
hierarchically distinct communities, meaning that any given scale of community can be subdivided into 
smaller communities, which can be further subdivided, and so on [30]. One of the most widely used and 
arguably most universal methods is modularity maximisation. In recent years, modularity has been 
expanded to include a resolution parameter, which can be adjusted to discover communities at different 
scales [29]. Here, we demonstrate detected urban communities at three different resolutions (shown in 
Figure 7) The community detection results at different scales demonstrate the clustering of urban spatial 
units, which are largely explainable and 
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Supplementary materials 
Appendix A!Hourly number of device IDs (users) and points (records) in the dataset November 2021 
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Appendix B . 
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Appendix D. Categories of POIs used in activity labelling 
 

Activity Types Activity Location Type 
Education  Primary, secondary, and infant schools, independent and preparatory 

schools, higher education establishments, other schools such as 
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into home, work, and other categories. Each subplot represents a specific day of the week, from Monday 
to Sunday, displaying the median values and the min-max range for the number of users in each category. 
The blue lines and shaded areas denote the median and range for home user counts, respectively. Similarly, 
the green and orange lines, along with their corresponding shaded areas, represent the median and range 
for work and other user counts.  
From the plots, it is evident that home user counts exhibit a distinct diurnal pattern, peaking during the 
early morning and late evening hours while dipping during typical work hours. Conversely, work user 
counts show an inverse relationship, with higher counts during standard working hours between 9 AM 
and 3 PM on weekdays. We also observed significant night and weekend workers. The 'other' user counts 
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